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Cluster Analysis Techniques Dendrogram for Visualization

= Used in categorization problems, in the training stage, as analyzing No clear cut for Categor jes - Limited in Scale
method to find out the total number of categories and their profile.

= Daily applications such as user profiling, product, market profiling, for = Entities, tems, Samples

consumption recommendation, trends and hazard detections, medical = Features Representation | | ,

. . . . . = Similarity Measures
diagnostics, etc. (mainly for problems with more than 2 categories). Seoring Funce .
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= Several techniques for unsupervised clustering (i.e. classification into . Gmupigng Algoriths ————

unknown number of categories), “white boxes” as well as “black boxes”. + Evaluation - ——— !
But... . Feat.ulres Selection &

. . . Decision Rule .
= Each algorithm yields different result.
= Factor Analysis

o

= Results are hardly robust and affected by small changes in the similarity
measure or scoring function.

= Discriminate Analysis
= Unsupervised Clustering

= Number of categories is still an open issue.
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S @D Classification and clustering decisions are frequently arise in business applications such as

recemmendation concerning products, markets, human resources, ete. Currently, decisien makers
must analyze diverse algorithms and parameters on an individual basis in order to establish
preferznces on the decision-issues they face; cause there is no supportive model or tool which
enables comparing different result-clusters generated by these algorithms and parameters
combinations

A Multi-Algorithm-Voting (MAV) method was developed to analyze and wisualize results of multi
algorithms, were cach one of them is pointing to any decision The wisnalization uses a Tetris like
format in which all distributions (decisions) are ordered in a Matrix, where each distribution
suggested by a specific algorithm andfor parameters is presented in a colurn of the said Matriz, and
cach data component (case) is presented in a row of the Matrix, “Local decisions” (of each specific
algorithm, voneerning each case) are presented as “Tags” in the cells of the said Matrix.

The MAV method associates the “arbitrary Tags” to each other. Each association 1s presented in a
wisual ferm, for example using coler codes. The colors are consistent ever the said Matriz and
similar celers, even on different rows, represent similar classification (decision)

The MAV method calculates the guality of sach association for each row. representing a data
component. The quality can be calculated, but is not limited to, as the Homogeneity (or
Heterogeneity) of the association of a single data component over all the algerithms used in the
analysis. Then it pinpoints the best association based on the quality meter used

The MAV method enables not only visualization of results produced by diverse algorithms, but alse
as quantitative analysis of the results
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Heterogeneity Meter Local Search Optimization Complexit
o Multiple tries with random permutation.
+ Sample Heterogeneity Meters Can be treated as a Local Search (Hill Climbing) problem: Selection of the one with the best stop criteria.

fune

SVE (Squared Vote Error) HIPTHSETE & by ity ‘M-1)
local variables: curren, a node Complexity: O (S cHeC- log( C! ))
ENENENENEY -+ ooy

current - Max-Nor(INTTiaL-STATe{problen])

fon H1i1-CLIMBING( probler) returns 3 state that i a local maximum

® i loop do Where:
H=S(N- M, ncighbor -3 ighestuaued succesor of curvent
a if VALUB[neighbor] < VALUF[current] then return STATE[current] S - Number of samples.

Where: current = neighbor H - Homogeneity Calcuiation (C+M)
H— isthe Hateragensiy Htor C - Number of lusters
N — is the number of methods volng for he sample Permutation of cluster # association (C!) ordered by methods (algorithms)

T ‘according @ * Initial-State - Random permutation M - Number of Clustering Methods (always start with the same method (m-1))
- s hesomperumoer = Neighbor - State afer single permutation change C - for each cluster
- s the bt rumber of samples n th cataset * Success - Better Homogeneily Meter log - Only succeed nodes are extracted as potentia neighborhood

« Temnination State - No success in neighborhood of the next step; Therefore estimated as i each round i reaches

I I the half containing the right soluton. Therefore the log I



