
 Factor Analysis

 Discriminate Analysis

 Unsupervised Clustering

 Entities, Items, Samples

 Features Representation

 Similarity Measures

 Scoring Functions

 Grouping Algorithms

 Evaluation

 Features Selection & 
Decision Rule 

DendrogramDendrogram for Visualizationfor Visualization
No clear cut for Categories   No clear cut for Categories   -- Limited in ScaleLimited in Scale

Association and Visualization of Clusters
Using  Multi Algorithm Voting
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Well-classified Case A Hard-to-Classify Case

Effective Algorithm for a Certain Cluster Wrongly Classified Cases

“Tetris-like” Visualization

Cluster Analysis Techniques
 Used in categorization problems, in the training stage, as analyUsed in categorization problems, in the training stage, as analyzing zing 

method to find out the total number of categories and their profmethod to find out the total number of categories and their prof ile.ile.

 Daily applications such as user profiling, product, market profiDaily applications such as user profiling, product, market profiling, for ling, for 

consumption recommendation, trends and hazard detections, medicaconsumption recommendation, trends and hazard detections, medical l 

diagnostics, etc.  (mainly for problems with more than 2 categordiagnostics, etc.  (mainly for problems with more than 2 categories).ies).

 Several techniques for unsupervised clustering (i.e. classificatSeveral techniques for unsupervised clustering (i.e. classification into ion into 

unknown number of categories), unknown number of categories), ““white boxeswhite boxes”” as well as as well as ““black boxesblack boxes””..

But . . .But . . .

 Each algorithm yields different result.Each algorithm yields different result.

 Results are hardly robust and affected by small changes in the sResults are hardly robust and affected by small changes in the similarity imilarity 

measure or scoring function.measure or scoring function.

 Number of categories is still an open issue.Number of categories is still an open issue.

Multiple tries with random permutation.
Selection of the one with the best stop criteria.

Complexity:

Where:

S - Number of samples
H - Homogeneity Calculation  (C•M)
C - Number of clusters

Permutation of cluster #  association (C!) ordered by methods (algorithms)
M - Number of Clustering Methods  (always start with the same method (m-1))
C - for each cluster
log - Only succeed nodes are extracted as potential neighborhood

of the next step; Therefore estimated as in each round it reaches
the half containing the right solution. Therefore the log

O (S • H • C • log(C!(M-1)))

ComplexityComplexityLocal Search OptimizationLocal Search Optimization
Can be treated as a Local Search (Hill Climbing) problem:

 Initial-State - Random permutation
 Neighbor - State after single permutation change
 Success - Better Homogeneity Meter
 Termination State - No success in neighborhood

Heterogeneity MeterHeterogeneity Meter

 Sample Heterogeneity Meters

SVE (Squared Vote Error)

Where:

H – is the Heterogeneity Meter
N – is the number of methods voting for the sample
M – is the maximum number of similar votes according to a specific association received for a             

single sample
i – is the sample number
n – is the total number of samples in the dataset

1 2 3 2 2 = 4

DependenciesDependencies
onon Representation  Representation  andand AlgorithmAlgorithm

Matching Matching Rate of 44 ExperimentsRate of 44 Experiments
(10 Algorithms, 4 Datasets, 2 Representation forms)(10 Algorithms, 4 Datasets, 2 Representation forms)

Scoring FunctionsScoring Functions
Min Min Within Group Distance,  Within Group Distance,  Max Max Between Group DistanceBetween Group Distance

How similar are these strings ?

1 1 0 0 0
1 0 0 0 0

Different approaches:
4/5 = 80% - 4 common positions out of 5 existing positions
2/3 = 66.6% - 2 common positive bits (“1”) out of 3 positive bits
1/2 = 50% - 1 common positive position out of 2 positive positions
1/5 = 20% - 1 common positive position out of 5 existing positions

Require Agreed Similarity Philosophy

Similarity MeasuresSimilarity Measures


